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Abstract Once search missions are determined, we focus on inferring

the chain of reformulations underlying the search mission.

Understanding query reformulation patterns is a key Stawa'ds next F"’st, for each query pa|r we want to determlne Wh|Ch query
generation web search engines: it can help improving userh-search ex- : lati t bbreviated ORT) th doi

perience by predicting their intent, and thus helping therfotate information reformulation type (a reviate Q ) € user was doing.

more effectively. Second, from the whole search mission we want to extract

As a step in this direction, we build an accurate model fossifying user the overallstrategyfollowed by the user.

query reformulations into broad classes (generalizatigpecialization, error . . . . . .
correction or parallel move), achieving 92% accuracy. Welgpthe model Our main contributions in this paper are.

to automatically label two large query logs, creating aretet! query-flow 1. Reformulation model. We show that accurate automatic
graphs. We study the resulting reformulation patterns,ifig&onsistency with

results from previous studies done on smaller manually tated datasets, classification of QRTs is possible. Learning auFomatidluyn
and discovering new interesting patterns, including catioes between a human-labeled query log sample, we build a model for

reformulation types and topical categories. o _ automatic classification of QRTs (Section 4). Our model has
Finally, applying our findings to a third query log that is didby available

for research purposes, we demonstrate that the our refatiant classifier & rather high accuracys 92%_ _disc_riminating among four
leads to improved recommendations in a query recommendagistem. reformulation types. The classifier is able to predict octiye

even very difficult cases. We describe in detail the process
followed to build the model, and then we inspect the model
behavior, e.g. with respect to the topical categories of the
queries in the reformulation. To the best of our knowledge th

Information retrieval is an interactive and iterative [8S: g the first work learning a model for automatic classificatio
only in approximately half of the cases an information nesed j QRTs by mining a query log.

satisfied with just a single query [1], [2]. In the other half o
the cases, the user hasréformulateher initial query because

1. Introduction

2. Reformulation strategies.Thanks to our model, we can
it was over- or under-specified, or did not use terminolo ?éjtomatmally label very large query Iog; a.md'analyze them
g% ection 6). We transform each search mission into a sequenc

[;Sécshlr_}_ghéegz::;te di(S)CrL:]rgggtSe’vgr: irgféycg?:;?el?(egyetry:zrsfa%{ QRTS. Next, we _find salient sequential pfitterns in thete da
that, although queries are typically short [3], they us;uallw ich represent high-level search strategies. We anabmize t
form together chains of topically-related queries [4] &h@r
the same search goal. There is a general research trend in
Information Retrieval towards trying to understand thassks ) )
instead of looking at queries in isolation. The applicatiami 3 Reformulation graphs. Using our model we can an-
this knowledge include building new or better search tool80tate the arcs of &uery Flow Graph[8] with QRTs: we
such as query recommendation systems [5], [6] and improviRgESeNt @ study on the properties of this annotated graph,

the relevance of search engine results [7], among othesgodicluding relationships between the various slices induag

The main source of information for understanding userd?€ reformulation types. As an application of our approaeh,
behavior and intent in web search areery logs Extracting s'Fudy query recommendations based on short ran_dom walks on
behavioral patterns from the wealth of information congain different slices of the query-flow graph. Our experimentsigh
in query logs, is a key step to improve the service providéaat our.methods can match in precision, and .often.|m|.orove,
by search engines and to develop innovative web-seaﬂ:‘ﬁe,ry'CI'Ck based recommendations W|§hout using clickrinf
paradigms. In particular, and this is the focus of this palpgr Mation. Our results also show that having QRT labels on the
mining query logs we can understand the dynamics underlyif§9€s is crucial for obtaining high-quality recommendgio

the query reformulation procesand use this knowledge in ap- Section 2 describes related work, and in Section 3 we
plications aimed at improving the user web-search expeeiendiscuss the taxonomy of QRTs that we adopt in this paper.

In the following we process a query log first by applyingections 4, 5, 6 and 7 present the model, the characterizatio
the session segmentation model by Batal. [8]. The output the sequential patterns, and the graphs obtained. In 8ectio
of this model are search missions: sequences of queries vdtiwe study an application to query recommendation, while in
a similar information need [4], [9]. Section 9 we summarize our findings and discuss future work.

of millions QRTSs, finding consistency with previous studies

\w)re)e mostly over small, manually-assessed collectiond, an
)?tending those results with new insights.



2. Related Work Craswell and Szummer [15] describe a method based on
random walks on the query-click graph [20], that can be used
Reformulation types. Although the classification of reformu- to provide query recommendations as follows: given thetinpu
lation types is not a new research topic, this paper is t@@ery, it computes the personalized PageRank [21] of all the
first attempt to automatically learn how to classify queryother queries and then picks the top ones as recommendations
reformulation types (QRTs) by mining a query log, instead g Section 8 we use their method as a baseline when study-
providing a set of manually-crafted hard rules: the adwg@taing the application of our work to query-recommendations.
of our approach stays in its generality (for example, it can Fuxmanet al. [22] experiment with a similar approach in the
easily applied to other languages or to more specific domainontext of finding related keywords for advertising. Meiatih
The study of query reformulation types started with thgnd Church [23] study a related system based on hitting time.
work of Lau and Horvitz [10], who sampled 4960 queries
from a query log and manually labeled the transitions theg. Defining Query Reformulation Types
found, proposing a classification of query-reformulatippets
(QRTSs). Rieh and Xie [2] manually labeled 313 search mis- Whenever the user enters two queries in sequence, we
sions and suggested a more fine-grained classification. Whitder to the connection between the two queries apiery
defining the classes of query reformulation types (Sectjpn Bansition If the user stays in the same search mission, we
we have been mostly following their taxonomy. refer to this connection asquery reformulation The goal of
Jansenet al. [11], [12] used manually-crafted rules tothis work is to create a query reformulation model, and thus
identify reformulation types (such as “adding one extradvorthe first task is to define which are the target categories for
means specializing the current query”). These rules follothe model. We adopt a taxonomy of query transitions inspired
concepts from [13], and they coincide perfectly with théy Rieh and Xie [2], with some differences that we describe
definition of the classes, i.e., there’s no automatic lewyni next.
involved as in our work. They study patterns in a query-log Conceptually, our taxonomy has two dimensions, depicted
containing1.5 million reformulations. in Figure 1. One dimension is found along the generalization
Query graphs. The information extracted from query logsspecialization axis, and the other dimension along therdiss
can be summarized and suitably represented through quiayity axis. As we move left to right along the dissimilarit
graphs, several examples of which appear in Glance [1fforizontal) axis, we find a continuous in which the syntacti
Craswell and Szummer [15], Baeza-Yates and Tiberi [16]. bind semantic gap between two queries gets larger and larger.
all such proposals, however, the notion of “clicked URLyg#a As we move to the top or to the bottom along the specificity
a central role: for example, in [15] the query graph is bipart (vertical) axis, we find respectively reformulations todsr
with nodes representing queries and documents, and withraore general or more specific queries.
arc connecting a query and a documend iff d was clicked

e Generalization

by some user after submitting the queyy Conversely, our | Model for QRT
model is intentionally simpler in a sense, because it doésno_ | "Lfﬂf‘??iﬁ““"”
use the clicked URLs. § 1

Particularly relevant for this paper is the application oégy § § =2
log analysis to the segmentation of sessions into useremissi | _ conacton | Farallel dissimiarty
or chains, introduced by Radlinslet al. [4]. Successful | query §Equivalem Vo
examples of such an application were presented by Jones and Rephrasing Change
Klinkner [9]. In this paper we follow our previous work [8]:ev |
use the same session segmentation model as a pre-processing——f——————————
step, and we we adopt the same graph representation of a Model for
query log, nameduery Flow Graphin which edges connect  Specialization breaking of (8]

pairs of queries that appear consecutively in the querydnd,
are labelled with application-specific information.

Query-recommendations.Most of the work on query recom- Dissimilarity axis. We discretize the dissimilarity axis as
mendation has focused on measures of query similarity [6dllows. We start with zero dissimilaritySame querny mov-
[17]: this is a prudent standpoint, but it often leads to uring on to Error correction the user is trying a different
surprising (although correct) recommendations. BaezZasyaspelling or capitalization of a query (e.gcdlifrnia”

et al. [5] study the problem of suggesting related querieand “cal i f or ni a”). Next we find Equivalent rephrasing
issued by other users and query expansion methods to cohanging the wording of the query, but keeping exactly
struct artificial queries, whereas Fonsestaal. [17] discover the same goal, in the sense of [9] (e.gised car” and
related queries with a method based on association rulésecond-hand car”). Then we findParallel move a mod-
Wen et al. [18] also present a clustering method for querification of the query from one aspect of an entity to somethin
recommendation based on different notions of distances$, aelated but not equivalent (e.g.: Bdt el i n Dubl i n”and
Joneset al. introduced the notion of query substitution [19].“f I i ghts to Dublin”).

Fig. 1. Graphical depiction of transition types.



Finally, we havemission changethe user is completely TABLE 1. Description of the features extracted for each

changing topic and she is looking for something else [4], [9] query reformulation (g, ¢').

In the right side of Figure 1, the hyperplane separakitigsion | ____ Session-related features ‘
. . . | . Jf1] Number of sessions in which reformulatidn, ¢") occurs;[f2] the same of [f1]
ChaHQEfrom the rest represents the breaklng of sessions int vided by the number of sessions in whi¢h, =) occurs (for anyz); [f3] the same

search missions. In our case we app|y the model in [8] forof [f1] divided by the number of sessions in which, ¢") occurs (for anyz); [f4]
. among all sessions containir{g, ¢’ ): average number of clicks since session begin,
this part. and[f5] since the query precedingy, ¢'); [f6] average session size of other sessigns
Our classification of reformulations departs from the or econtaining (q, ¢’); [f7] average position in session expressed as number of queries

. . . | beforeq since the session begun, afi@] the ratio f7/ f6; [f9] and[f10] fraction of
proposed in [2] in the sense that they use a more 1E”’]ec')ccurrences in which this pair is the first (last) pair in the session.

grained taxonomy (including classes such as parallel moye, Temporal features ]
replacement with synonym, term variation, operator usageif11] average time elapsed betwegmndq” in each session in which both occlit2]

. - . sum of 1/t; wheret,; is the elapsed time between a quérand the previous even
type of resource and domain suffix). The work in [11], [12] ;) sescion.

presents a similar taxonomy, but they also distinguish eetw | Textual features ]

user-initiated reformulations and reformulations recaended [ [fI3] Levenshtein distance (ak.a. edit distanGg)d] and[f15] length in characters of

; P ; ; ndq’ respectively{f16] the differencef15 — f14; [f17] the ratio 16/ f14. Then
by the search engine, and consider Changes in the collecti each query is turned into a bag of character tri-grams and we [t&a&g the cosine

being queried, which in our case is always the Web. Bothsimilarity, [f19] the Jaccard coefficient, arjt20] the size of the intersection between

B ; the two bagsl[f21], [f22] and[f23] the same similarity measures but on stemmed tefms
scenarios are outside the scope of the present paper. instead of tri-grams{f24] and[f25] number of terms iy and ¢’; [f26] the difference

f25 — f24, and[f27] the ratio 26/ f24.

Specificity axis. Along the vertical axis instead we hav
GeneralizatiorandSpecializationGeneralization occurs whengq, efficiency reasons, we used only features that coniger t
the new query;’ is more general thag (e.g.: ‘canpi ng” 0 guery sequences and the clicks of users, but that do notreequi
“‘outdoor activities”); in some cases (but not all of 3ccess to the resulting URLS or page snippets. Although the
them) a generalization can be automatically identified b&€a |atter information might be very powerful (or even decigive
¢’ is a conjunction with a proper subset of the terms;ahis 1, getermine the query reformulation type, we wanted totlimi
type of rule is used in the manually-built classifier in [1Hla  oyrselves to features that could be computed very quicklly wi
specialization, instead, the new queryis more specific than jite computational overhead. We note that all our feattaee
q(e.g."ani mal pictures”and“photos of African ayajlable at run-time: for instance the “average sessiogthe
I'i ons”). o S is the average over previously seen sessions containinga gi
We expectGeneralizationand Specializatiorto be related. query pair, not the session length of the current sessionhwhi
A generalization reflects the user's desire to increasellrecg nknown before the session ends. All the features passed
whereas a specialization is the need to improve precisi@. Wfeatures selection phase in which we evaluated each éeatur
also expect some specific properties from these two transitig|eyance w.r.t. our target variable (i.e., query reforatioh
types. For instance, we expect that both of them should_def%e)_ The features are presented in Table 1, and include
a transitive relation. Also, we expect that they should b ansessjon features (statistics relative to the sessions ishwh
symmetric, given that,_fo_r instance, two queries can not Bge pair(g, ¢') occurs, such as average session length, average
simultaneously a specialization of each other. Of course WBsition of the queries in the sessions etc.), temporalfeat
do not expect these properties to hold deterministicaNemyi (e.g., average time difference betwepandq’ in the sessions

the noise present in the query log. where (¢,¢') occurs) and textual features (textual similarity
] ) measures; some of them turn each query into a bag of words,
4. Learning a Query Reformulation Model and some into a bag of character trigrams).

) . ) ) Modelling. Standard methods such as boosted decision trees

In this section we describe the process we followed in ordgfowed an accuracy of approximatély’ in predicting query
to build a model for query-reformulation type classificatio eformulation types. The model that we built after trying-se
Training data. We started from a set ofonsecutivequery eral induction methods for our classification problem, bithi
pairs (¢,q’), sampled from a query log of the Yahoo! searchn accuracy of2% on a test set of unseen cases.
engine in 2008 and segmented into search missions using thenstead of directly tackling the 4-classes problem, wetbuil
model of [8]. In order to create a training set for our QRTour distinct binary classification problems, where in each
classification problem, a group @fditors manually labelled problem the target variable is being or not a certain QRT
the set of query pairg, ¢') in each search session with onge.g.,is_G?, is_S?, etc.), plus a final 4-classes classifier for
of the reformulation types described in Section 3. In cases tthe undecided cases. Each of the five models is a rule-based
or more editors disagree on the type of a query reformulaticflassifier built with C5.0, the successor of the well-known
the query pair was removed from the training set. This left ©4.5 decision tree induction algorithm [25]. We placed the
with a set of 1375 labelled examples, of which we used 2fassifiers in cascade as in Figure 2, using a greedy method
for training and 1/3 for testing. for optimizing the ordering of the individual classifiers.
Features.We used a set di7 features to build our model for The objective of the cascade is make some decisions with
QRT classification, including features from [8], [24], [139] very high precisionand put those cases aside. The rationale
that have shown to be also effective for query segmentatidar this is that at this stage we do not care much abalse
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TABLE 2. Example of difficult cases in the test set , G 7.0% 9.5%

classified correctly. Overall accuracy is 92% — Uk|| S 37.5% 30.1%

7 7 [QRT_ T o == US C 10.42/0 5.0?)/0
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Fig. 3. (@) distribution of the number of rt(afg)rmulations
per search mission, in the two datasets. (b) and (c)
distributions of QRTs (query-reformulation types).

D4
A The size of the datasets we analyze is much larger than those

reported in the literature for this problem (313 chains with

QRTs each in [2], and abouwt5M reformulations in Jansest.

al [11], [12]): our UK and US datasets contain more tt3ad

negativesthey are not definitively errors, as they still have thand4/ search missions respectively (corresponding.ta\/

chance to be classified correctly later by the fifth classifier and10.5M QRTs, resp.). Even when focusing only on search

order to boost precision (i.e., achieving very low number @hissions of length at least 5, we hage2K chains (.5M

false positives, while paying in terms of recall) while loliflg QRTS) in the UK dataset, ang27K chains ¢.3M QRTS) in

the first 4 models we used the possibility of defining différenhe US dataset. In the following we dend& > 5 andUS> 5

misclassification costfor different kind of errors: e.g., telling the two datasets when we only consider long chains.

to the classifier induction algorithm to weight a false pusit ) o ]

the double of a false negative. Query reformulation distribution. Each query reformulation
As examples pass through a classifier, not only the trainiff €ach mission was labeled with the model we described in

set is reduced in number of examples, but it is also enriched3€ction 4. Figure 3(b) reports the distribution of reforatian

features. In fact, to each example that is predicted as megattYP€S, which is consistent with the one of Rieh and Xie [2],

it is attached the confidence with which the classifier hasdofonsidering the mapping between the query categories of eac

such a prediction. work and their minimum-length constraint. Also consishgnt

Our model is able to achieve a high accuracy also than®h [2], the classP is largely the most populated (47%-
to some very difficult prediction that it is able to do corfgct 98%)- It is worth noting that this is slightly overestimated
In Table 2 we report some of these difficult predictions. ~ @S it is partially due to soméalse negativeerrors of the
Consider the example on the first row, that inspired the titf8°0€l used to segment sessions into chains: we have observed
of this paper: our classifier is able to correctly determinet t (hat mission changeshat are not detected by that model
the reformulation from dango” to “j apanese cakes”is &€ recognized aB (as it might be expected) by the model

a generalization, even in the absence of textual clues.  for QRT classification. On the generalization-speciaicrat
axis, specializations (30%-38%) are much more frequemt tha

generalizations (4%-10%). This difference is howeverdgrg
reduced when focussing on chains of length 5 or more, as

' ] shown in Figure 3(c).
Using our model we can automatically label query tranS|Fé lationshio with ics Wi d d h
tions in very large query logs to analyze typical reformiolat elationship with query topics. We conducted another exper-

patterns. iment in order to assess how query reformulations and nmissio
changes relate to quenppics There are many approaches
Datasets.We studied two large datasets from Yahoo! querip topical query classification, e.g. [26]. In this experithe
logs. The first one corresponds to the searches in the Yee issued each query to our search engine, obtaining the top
hoo! UK search engine, from which the training data wer2Z0 documents, and we used an in-house automatic document
extracted in the previous part. The second one correspondglassifier that maps them to the most likely Yahoo! Directory
a completely different dataset from searches in the Yah®! dategory for each document. Next we did a majority voting
search engine in 2008. All the queries from each user duriagiong the topics of the documents associated to the query,
a 1-month period are put together, and then segmented itdodetermine the query topic. To increase precision at the
search missions. Missions with a single query are discardestpense of coverage, if the main topic was not at least twdce a
Figure 3(a) reports the distribution of mission length ie thprevalent as the second topic we considered the query tepic a
two datasets. “unknown”. This is a slow yet very simple query classificatio

Fig. 2. Depiction of our QRT classification model.

5. Empirical Study of Query Reformulations



TABLE 3. Fraction of transitions where the top-level topic TABLE 4. Entropy measures

remains the same, and salient topic-transitions. UK data_ US data
Topic Reformulation-type entropy 1.1 1.0
QRT ‘ match H Most salient topic transitions Next-query entropy:
UK  64% 1. reference-reference gengrall_llzzi_tlon((é) ég ;g
G 2. government-government Cpemat!za ion §) 1'1 1'3
US  64% || 1. reference~government Porrtlalcllon © 6'5 4'0
2. reference-reference arallel move k) ) )
UK  59% 1. reference-reference
S 2. government= government . . .
US  71% || L reference-reference always are followed by a correction, while other queriesasdin
2. government> government
UK 52% [ L reference.computers and nteret always are foIIc_)wed by a pa_lrallel move, and so pn). The actual
C 2. news and medianews and media value, shown in Table 4, is close to 1 meaning than when
us 53% || 1. reference-health g ; ; B
7. seiencessocial science writing a reformulation fqr a query, the user will decide rips
UK 46% || 1. arls—reference between two reformulation types on average.
P 2. reference-government :
Us—785% 1L Teferences stucaiion .We also exammed theext-query entropjor a queryg,
2. social science>government given a reformulation typé. We averaged this over the same
UK  22% 1. computers and internetrecreation ; : :
X 2 entertainment-education queries as with the reformulation-type entropy. The result
US  23% || 1. recreationhealth ' is shown in Table 4. The next-query entropy is small for
2. soc. and culture-computers and intermet generalizations and error corrections, and close to 1 mgani

that there is some variability: when generalizing or doingb

method that is nevertheless quite precise. We used it teifytas changes in the query, users basically pick between 2 pessibl
by topic 100K queries from the UK data and 100K queriereformulated queries on average. The next-query entropy fo
from the US data. For each query transition, we compared thigecialization and parallel moves is substantially higfrem
top-level topic of the two queries involved in the transitithis 3 to 6 bits, meaning that the users pick between several
is usually something very broad as “scienee health”, etc. choices on average (the entropy may be lower in our US graph
If the two topics coincide, we count this as a top-level topiprobably due to the removal of pairs with count equal to one).
match in Table 3. In the table we denote mission changes with
the transition typex o 6. Query Reformulation Strategies

Obviously, whenever there is a mission change, the user is
more likely to change the broad topic than to stay in the same . . )
broad topic. The opposite occurs in the case of generalizati N this section we present some observations about se-
specializations, and error corrections, in which the user guénces of reformulations, which represent abstsserch
more likely to stay in the same broad topic. As expectea'grateglesfolI_owe_d by users. We start by transforming each
parallel moves are more ambiguous from the perspective $5f&rch mission into a sequence of QRTs that we represent as
broad topics. strings with anX at the beginning and at the end, signaling

We verified whether some broad topics would more likelfl'® Porder of a search mission.
of motivating certain transition types than others. Table éonditional reformulation probability. In Table 5 we re-

shogvsb_sl_ome to(s)_—!eveldtopic pari]rs With. Fhe highesF rr]atio eirth port the conditional probabilities of QRTs depending on the
probability conditioned to each transition type with resip previous QRT. There are several insights from this table.

their prior probability. For generalizatior5( and specializa- g, ializations are more likely to occur at the beginning of
tion (S), itis frequent_to_observe pairs of queries that are boﬁfain; this means that many users starts with a broad query .
reference search (d|ct|onary/_encyc|oped|a) or searcliang Specializations are more likely to occur after a genertitina
some government-related topics. In the case of parallekesio nd conversely, the probability of a generalization is bews
(P), switches to and from reference search are common. As er a specialization; so generalizations and spectiiza
mission changeX), we observe an interesting fact: there €eems to be present in alternating order. Finally, errorecer

frequent changes from and to recreation/entertainmer'n(l:stopti ns are common at the beginning or end of a chain, or after
which may signal alternating between work/study relatezﬂpwother error correction

activities and leisure.

TABLE 5. Ratio of the conditional probability of a QRT

Entropy of query reformulations. We looked at the entropy given the previous QRT, with respect to the priori

of the distribution of the next QRT among those that are

. . robability.

observed on a query log, for a given query. To consider only P Y
queries for which we have enough information, we averaged UK dataset US dataset
the entropy over all queries having frequency larger thah 10 Current Current

: . Net [ G S C P X[ G S <C P X
We also looked at the extent to which the reformulation type g | 08 17 03 04 12|06 20 06 06 09
is determined by the query. An average value close to 0 S| 13 07 05 07 1614 06 06 07 16

. C | 03 04 12 06 18| 05 0.5 40 0.7 1.6
would mean that the query determines almost completely the 5 | 05 09 06 08 14| 06 08 07 1.0 13
reformulation type (for instance, that certain queries am X |14 14 17 15 00]13 14 15 14 00




TABLE 6. Reformulation patterns with a frequency much TABLE 7. Basic properties of the query-flow graphs.

higher than the expected one assuming independence. Density SCC Reciprocity
Frequency arcs per node (largest) (g, q',—)
Patten [ UK | US [ UK>5 [ US55 | UK us UK us UK us

XC 12.7% 5.6% 7.8% 4.5%

G | 0.04 0.06 | 0.00% 0.00%| 0.0% 0.0%
SG 2.8% | 7.6% | 16.4% | 30.6%
G | 25% | 61% | 177% | 303% S| 031 0.26|025% 007%| 02% 0.8%
CcX 11.3% | 4.6% 6.1% 3.1% C | 0.07 0.05 | 0.14% 0.20%| 1.7% 12.1%
XS | 38.2% | 355% | 44.5% | 345% P| 041 025]|251% 241%| 1.6% 14.8%
cc 1.4% | 1.3% 5.1% 4.8%
s 0.9% 2506 86% | 14.6% X | 0.17 0.39 | 1.10% 1.45%| 3.1% 26.3%
ccc 0.3% | 0.2% 1.5% 1.4%
GSG 0.2% | 1.0% 2.5% 7.1% barcelona
SSG 0.7% | 1.8% 7.6% | 10.9% fo
XSG | 17% | 4.0% 41% | 6.9% S
SGX 13% | 3.1% 2.2% 4.8% 0.08 P

0.02 S luxury
0 é}g barcelona

barcelona hotels
hotels 0.07 cheap
P

barcelona
hotels

s
0.0:
Frequent reformulation patterns. We also looked for fre- S
0.

2
quent reformulation sequences, in which frequency is the 04
number of strings in the database containing a given pattern
We selected some patterns by means ofirderestingness @
measure defined as the ratio between the real frequency @nd th
expectedrequency Wh'Ch is computed assuming mdependenﬁclag_ 4. Excerpt of the query-flow graph around the query
of QRTs. Table 6 lists a few of the interesting patterns We "

) . . . par cel ona hot el s” extracted from the UK dataset.

found; they confirm and complement the findings in Table 5:

error corrections are more frequent at the beginning of &ncha

they also tend to appear contiguously, and specializatigi?d transitive. Of course, we cannot expect these propedie
generalization tend to appear in alternating order. hold deterministically, both because of the presence dagenoi

and because we should take into account the frequency of each
observed transition. A reasonable measure of symmetry is a
weighted reciprocity that we define as follows: let(q, ¢, t)

) . be the count associated with afg,¢’) in a given slicet,
The Query Flow Graphintroduced by Boldiet al. [8] or zero if (¢,¢') is not an arc int, and definep(q, ¢, t) =

is a.directed graph = (Q, F), where @ is th.e. set of min(r(q, ¢, 1), (¢, ¢, 1))/ max(r(q, ¢’ £), 7(¢', ¢, 1))
queries, 2 C @ x @ is the set of query transitions, and |, the ideal case, it defines a perfectly anti-symmetric
edges may hold application-dependent information. In OWg|5tion this quantity should be 0 for all arcs inwhereas it
case we annotate the edges with two labels: a weight agh id be 1 for perfectly symmetric relations.
the QRT as given by our model. Weights are defined asype averagep(q, ¢, —) for all arcs (¢,¢') is shown in
w(4,¢') = 7(4:4")/ Xop(qmyen (@, k), wherer : E-— N rapie 7: notice that the values are all very small, due to the
represents the number Qf times the transition was Obsewe%barsity of all graphs, but they are significantly closer ¢coz
the query log, so the weight(¢, ¢') represents the probability (or even exactly zero) fo6 and S, whereas they are several
of query ¢’ following query ¢ in a session. An small excerptijmes larger for the other transition types.
of this graph is shown in Figure 4.

We build two large query-flow graphs. For the UK dataseg Query Recommendation
we used all transitions, whereas for the US dataset, we
discarded all hapax transitions (those with count one). TheAutomatic detection of QRT is interesting from a web
resulting graphs have the following sizes: mining perspective but also has applications to improve web

— UK: 21,247, 414 nodes,21, 216,958 arcs (.99 arcs/node); search. This section describes one such application (query

— US: 58,312,610 nodes 53, 960, 925 arcs (.93 arcs/node). recommendation) and summarizes an experiment comparing

We studied the graph by filtering according to the transitio'Fl to previous work. Further details can be found in [27].

type; this way, each query-flow graph gave rise to five “slice&xperiments. The experiments on query recommendations are
of the graph, one for each transition type. Table 7 presertg@ne over a recent query-log dataset available for academic
some key statistics about each slice. All graphs are extyeméor research purposes: the “Spring 2006 Data Assefs-
sparse and essentially acyclic. If you delete from the graptbuted by Microsoft Research. The data we used consist of a
all isolated nodes and isolated arcs (an @rg;) is isolated query log excerpt with 15 million queries, filtered to remove

iff ¢ has outdegree 1 ang has outdegree 0), the fraction ofadult queries. Each record includes a query, an anonymous
remaining nodes is extremely small. session-id, a timestamp, and the shown/clicked results. We

) _ _ _ ] processed the query log to create an annotated query-flow
Anti-symmetry and correlations As explained in Section 3, graph as in the previous sections. The query-flow graph is

some of the transition types should exhibit some naturgdPrapen sliced, and on each slice a random walk is performed
erties; for example, botls and S should be anti-symmetric

0.004

7. Annotated Query-flow Graph

l.http://research. mcrosoft.com users/ nickcr/wscd09/



Queryflow-S (10, Abs) | | ——
Queryflow-SP (1, Abs) | |
Queryflow-SPC (1, Abs) | |
Queryflow-GSPC (1, Abs) | \ p=.02
QueryDocument-Bwd (6, Rel) | |
Queryflow-SC (5, Abs) | |

Queryflow-GSPCX (1, Abs) | |
<.01
Queryflow-(S2) (1, Rel) | :

QueryD t-Fwd (12, Abs) | ‘J‘p<.01
ueryvocument-rw . S
Queryflow-(SG) (10, Rel) | 5 p<.02
Queryflow-(SST) (10, Abs) | \ p<.01
System (Iter, Scoring) 0.1 0.2 0.3 0.4 0.5 0.6 0.7

Fig. 5. Average precision@5 (useful or somewhat useful recommendations) per system.

starting from the input query, and using the resulting distrResults. Figure 5 contains a chart of the best performing
bution for query recommendation in two different ways: ivariant of each system. The average precision@5, is the
the absolutemethod, recommendations are sorted based probability that a top-5 recommendation issued by a system
the probability they obtain in the random walk described; iis labeled as “useful” or “somewhat useful”. The significanc
therelative method, recommendations are sorted based on thef the difference between two systems is the probability of
ratio between the values obtained in the previous case &nd tfserving for the second system the obtained score or loyver b
PageRank values obtained by using no personalization (ighance, assuming that both systems have the same accuracy.
starting at random at any node). We perform the same expéinly the best-performing parameter setting for each system
ments on transposed graph slices, unions of graph slicise oris shown in the figure in parenthesis as a pair (number of
composition of two slices. We repeated the experiments withierations, scoring method). Notice that we are here tgstin
1, 5 or 10 iteration steps (we omit the results obtained withur systems against a very strong null hypothesis, becauge o
more thanl0 steps, as we observed no more improvement)the top 5 recommendations are being considered, and many of
As a baseline, we implemented a graph-based quetiiem are correct; so the probability of guessamgong them
recommendation system following the method by Craswell aig very high, even at random.
Szummer [15], using both the “forward’ and the “backwards” We observe that the usefulness of the recommendations
weighting schemes, with 6 or 12 iteration steps (an evelecreases as we introduce more transition types: spetiatiz
number of steps is required, because their graphs are ibgpartransitions seem to produce the most useful recommendation
and we need to end the random walk in a query and not ifQueryflow-S), whereas adding parallel moves (Queryflow-
document); we observed no improvements with larger numbé&P®), corrections (Queryflow-SPC), and eventually gernszali
of iterations. tion (Queryflow-GSPC) or even transitions that are not part o
the same mission (Queryflow-GSPCX) results in less useful

AssessmentThe evaluation of the recommendations produc% commendations. This means that being able to discriminat

_by the d|ff(_arent Sy.StemS was d_one as follows. A set of 1 ong QRTs is key to produce better recommendations.
input_queries having frequencies between 700 and 15,0 he “absolute” scoring method is usually better than the

was selected at random; we used these frequencies "mit‘rté)lative“ scoring method, and doing multiple iterations i

avoid very frequent or infrequent queries. Test querigseweéﬁen better than doing just one. The recommendations based
very varied, e.g.. G ey’ s anatony”, *Juno’, “Maggi e on the baseline have either the same performance as recom-

Gyl enhaal ’, “CNN news”, and "gui tar tabs”; we mendations using Queryflow-S, or a lower performance, at a

discarded all the querie; containin_g a domgin name. Th%@nificance ofp = 0.07 (significance not drawn in the chart).
we generated an evaluation pool with the union of the top

recommendations from each system; this yielded on average Conclusions
53.4 different recommendations per query.

Next, a group of 5 assessors were asked to rate eddhin findings. During the course of this research, we have
recommendation agseful, somewhat usefulor not useful. found that it is possible to automatically determine theetyp
From the assessments, 62% of the recommendations wef@ query reformulation, if the appropriate features aredus
considered not useful, 12% somewhat useful, and 25% usefie have achieved 92% accuracy in distinguishing among
for the remaining 1% the editors could not assess due to n@dn-main classes of query reformulations, noticing that the
English queries or other reasons. learning scheme is important as it can exploit the fact that

some class boundaries are more fuzzy than others. We applied

2. By “composition” of two graphs with the same node set we mean thhe classifier to a large query log and studied reformulation
multiplication of the respective adjacency matrices in theiseg having .
multiplication as sum and maximization as product. paths that are the sequences of reformulations that a user

does in the course of a search mission. This allowed us to
study query reformulation patterns, matching some resilts



previous studies done over much smaller data set using hany@ N. J. Belkin, “The human element: helping people find whatytkon't

assessments, and extracting new patterns which are discove
able giving that our automatic classifier enables the psings

of a massive amount of data. From some of the patterns we
extracted, we can see for instance that generalization ped s [5]
cializations appear frequently together in alternatinrdgeorand

that error corrections are more frequent either at the Ioégin  [6]
of a search mission or after another error correction. When
mapping query transitions to topical categories we see th
reference search is a typical context for generalization$ a
specializations, and that many mission changes are almd)cialg]
to switches from or to entertainment/recreation topics.

We annotated a large query flow graph with transition types,
finding the anti-symmetry of generalization and specitiira  [°]
there. We also observed that given a query, the distribution
of possible generalizations and error corrections tendeto b
more concentrated than the distributions of specialinatior [1°]
parallel moves.

One of the possible applications of the automatic classificai]
tion of transition type is to generate query recommendation
In our experiments, we matched (and often improved) the
quality of recommendations obtained using query-clickphs
without using clicks. This means that the information co i3]
tained in the annotated query-flow graph about consecutive
gueries in a session is as useful for this task as the user's
clicks. Given that both data sources are independent, recdff!
mendations produced by a composition of both methods s
worth to be investigated as future work.

Future work. There are several applications of our work tgg)
off-line query-log analysis. A promising application isagh-
regularized automatic query classification. Such a syst {9]
would start with a query classifier and a taxonomy of topics,
and incorporate constraints of the type “if quegy is a
specialization of query, then the topic of query’ should be a
descendant of the topic of queqy. Another application is the
diversification of search engine results. Popular speeiidins [19]
of a query, obtained automatically from query logs, repnese
different aspects of the original query that can be used lfp hey
the search engine include pages covering different usentisit
Finally, simultaneously learning both the query reform 51
lation types and how to segment a session into chains (the
two tasks that we identified and separated in the Introdojtio22]
might be a way of achieving a non-trivial improvement in
accuracy. This would mean formulating our task in simigg;
lar terms as, for instance, the task pért-of-speechand
bracketingin Natural Language Processing. Also the insigh 4
obtained from the analysis of the graph can be used, e.g. by
imposing an asymmetry constraint between specializatich a
generalization during the learning process. 25

(18]

[26]
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