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Overview

Part 1. Background

Social influence
WOMM, Viral marketing

Influence Maximization

Prior art
Missing pieces and open questions

Part 2. Adding some pieces
Learning Influence Probability
Sparsifyindnfluence Networks

Part 3: Direct Mining
Credit Distribution model
Leadersand-Tribes model

Summary and conclusions
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The Spread of Obesity in a

LargeSocial Network over 32 Years
Christakis and Fowlérew England Journal of Medicir2007

Dataset: 12,06 peoplefrom 1971 t02003, 50K links
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Increase in Risk of Obesity in Ego (%)

ObeseFriendA 57% increase in chances of obesity
ObeseSiblingA 40% increase in chances of obesity
ObeseSpouséd 37%increase irchances of obesity @



Networkcontagion other examples

| 26 @ 2 dzND NB\NS WY 2R & averything you feel, think, and do
Christakis and Fowler
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back pair(spread from West Germany to East Germany after the fall of the Berlin Wall
suicide(well known to spread throughout communities on occasion)
sex practiceg¢such as the growing prevalence of oral sex among teenagers)
politics (the denser your network of connections, the more ideologically intense your belie



Influenceor Homophily?

Homophily
tendency to stay together with people similar to you
. ANRaA 2F | FSFEUKSNI Tt 20]

E.g,L (oVerweight- | dateoverweightgirls

Social influence

a force that person A (i.e., the influencer) exerts on person B
to introduce a change of the behavior and/or opinion of B

Influence is a&ausalprocess
E.g, mygirlfriend gainsweight- | gainweighttoo

RP#1Howto distinguishsocialinfluencefrom homophilyand other externalfactors
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Influencelin online sociahetworks
iIndeed!

09:00 09:30

usersperformactions

post messages, pictures, video
buy, comment, link, rate, share, liketweet

usersare connectedwith other users
Interact, influenceeach other
actionspropagate




SocialnfluenceMarketing
Viral Marketing ‘
WOMM :

IDEAexploit social influence fanarketing

Basic assumptionvord-of-mouth effect, thanks to which actions, opinions,
buying behaviors, innovations and so on, propagate in a social network.

Targetusers who are likely to invoke wead-mouth diffusion, thus leading to
additional reach, clicks, conversions, or brand awareness

Target the influencers

Sharing and social influence How frequently do you share recommendations online”

B Villennials (20-33) [ Gen X (342e) ] Boomers (47-s6) T .

19%
I lika to shop with friends

Every few days

Every few months ;
When | see a product | am excited )
about, | frequenthy post a status

update about it on Facebook

| am mare likely to purchasa
something if | see that a friend
haz recommended it on Facebook
or other places online

| have asked the opinizns of
my friends on Facebook
agbout a particular purchase




Bringme the influencers

Influencerancreasebrand awareness/product conversion through WOMM
Influencersadvocatebrand
Influencerdnfluencea purchasing action from thejreers
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Some of the many startups involved in social influence

Klout(http://klout.com)
Measure of overall influence online (mostly twitter, now FB ankkdin)
Score = function of true reach, amplification probability and network influence
Claims score to be highly correlated to clicks, commentsraiweets
Peer Indexhttp://www.peerindex.nef)

Identifies/Scores authorities on the social web by topic

SocialMaticdhttp://www.socialmatica.cony
Ranks 32M people by vertical/topic, claims to take into account quality of authored content
Influencers50(http://www.influencer50.com
Clients: IBM, Microsoft, SAP, Oracle and a long list of tech companies
Svnetwork BluecalypspCrowdBoosterSproutsociglwentyFeetEmpireAvenugTwitaholic
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Viral Marketing and Influence Maximization

Business goal/ral MarketinY SELJ 2 A-6F-Y@HB8 Kéa g SRS OG0 Ay
to achieve marketing objectives through sedplicating viral processes

Mining problemstatement(InfluenceMaximizatior): find a seedsetof influential
peoplesuchthat by targetingthem we maximizethe spread of virapropagations

Hot topic in Data Mining research since 10 years

Domingosand Richardsor a A Yy Ay 3 (KS ySig26¥590Qnmas 27F 0Odza
Domingosand Richardsoir a A VA vy 3 BAR2 NAYRI K A 0S4 6FY25Ng QIAHNIF f
Kempeetaldall EAYAT Ay3 (GKS &aLINBIFIR 27 ()’\WHENZSQ/O%"'] \



Not only marketing

Informationpropagation
Social medianalytics
Spread ofumors
Interest trust, referral
Innovationadoption
Epidemics
Feedranking
Expert finding
oFriends recommendation
Social recommendation
Sociakearch




InfluenceMaximizationProblem

followingkempeS & | f dadYESBQAO G yI (KS ALINBIR 2F AyT

Given goropagation modeM, defineinfluenceof node setS,
Su(S) ==xpectedsize of propagation, Bis the initial set of active nodes

Problem:Given social networts with arcs probabilities/weights,
budget k, find knode setSthat maximizess,,(S)

Two majormpropagation modeleonsidered:
iIndependent cascaddC) model
linear threshold(LT) model




Independent Cascade Model (IC)

Every arqu,v) has associatethe probability p(u,v) of u influencingv
Timeproceeds in discrete steps

At timet, nodes that became active &l try to activate their inactive
neighbors, and succeed accordingito, V)
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Linear Threshold Model (LT)

Every arqu,v) has associated weightb(u,v) such that thesum of incoming
weightsin each node i¢ 1

Timeproceeds in discrete steps
Each node picks arandom threshold ,, ~ U[0,1]

A nodev becomes active when theum of incoming weightffsom active
neighbors reaches
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Known Results

Bad newsNRPhard optimization problem for both IC and LT models
Good news: we can usereedy algorithm

Algorithm 1 Greedy

Input: G, k, o0

Output: seed set S

1: S«

2: while |S| < k do

3: select u = argmax, gy g(Om (S U{w}) — 0 (5))
4: S+ Su{u}

Su(S)ismonotoneandsubmodular

Theorem*: The resulting sebactivates at least (11/e) >63%
of the number of nodes that any stkeset could activate

Badnews computingSy,(S)is#P-hard under both IC and LT models
step 3 of theGreedy Algorithnrabove can only be approximated by MC simulations

*Nemhauseket al.a ! ghalysis of approximations for maximizisigomodularsetfunctionsg (iU (:1978)@_’_



InfluenceMaximization prior art

Muchwork hasbeendonefollowing Kempeet al. mostly
devotedto heuristichsto improvethe efficiencyof the
Greedyalgorithm

E.qg,
Kimuraand F A G2 060G ¢YNI5@nlcadf S Y2 RS
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RP#2:scalabilityof the InfluenceMaximizationframework O
RP#3:how likelyis Viral Marketingo be successfuin the realworld? O OQ @,




Missing pieces and open questions
(tackled in Part 2)

Where doinfluence probabilitiecome from?
wSFf 62NIR a20Alf ySGg2N)la R2y
How can we learn those probabilities fraamailable propagations da?a

How important is to accurately learn thiobabilitie<?

What is therelative importance of the graph structuand the edge probabilities in
the influence maximization problem?

Doesinfluence probabilit)change ovetime?

Yes!

How can we take time into account?
Can we predict the time at which user is most likely to perform an action?

Do we really have to use thehole social grap?




More missing pieces
(tackled in Part 3)

Influence maximization based on MC simulations + learn
the influence probabilities is computationally expensive

Can we avoid the costlgarning+ simulationapproach?
Insteaddirectly minethe availablepropagation traceso build
a model of influence spread for any given seed set?

How can we do this efficiently?
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Learning Influence Probability
Sparsifying Influence Networks



Data! Datd Datd

We have 2 pieces of input data:
(1) social graph and (2) a log of past propagations

| read this great Action | Node | Time
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Thegeneralpicture

Social graph

sanljiqeqoiduiea

Propagatioriog




Thegeneralpicture

Social graph

sanljiqeqoidusea
|

Propagatioriog

A Saito, Nakano, and A Y dzNJ OtYNME RnQHA 2y 2 F A Y T2 NY
LINPOFOATAUOASE FT2NJ A-YIRSbdely RSy d OF a QI
A Goya) BonchjLakshmanaid 2 { 5 a @eamidg influence probabilities in
social network&- General threshold model Hme J




Prior art typical experimental assessment

AssumingC(or LT) model,

compare thenfluence sprea@chieved by seed sets selected by different algorithms
Spread computed by means l6i(or LT) propagation simulationfack of ground truth!)

—— Greedy
—— New algorithm

spread
run-time

Using simple methods of assigning probabilities:
WC(weighted cascadep(u,v) = 1in_degredv)
TV (trivalency) selected uniformly at random from the sf.1, 0.01, 0.001}
UN (uniform)all edges have same probability (gag= 0.01)




Why learning from data mattersexperiments*

A Methods comparedICmodel):
I WC, TV, UN (no learning)
i EM (learned from real dataExpectation Maximization method)
I PT (learned than perturbed20%)

A Data:
I 2 realworld datasets (with social graph + propagation leg):sterand Flickr
i OnFlixsterwe considett NJ (1 A v Jaslan actrid A S €
I OnFlicky we consider 2 2 A Y Ay das ah actibh2 dzLJE
I Split the data in training and test set80:20

A Compare the different ways of assigning probabilities
1. Seed sets intersection
2. Given a seed set, we ask to the model to predict its spread (ground truth on the test set)

* Goya) Bonchj Lakshmanamd + [ 5 .m0 8 SR | LILINR | OK G2 {2 é@t’.



Why learning from data mattersexperiments*

1. Seed sets intersectiok & 50

UN WC TV EM PT
50 25 5 6 6 UN
50 9 3 2 WC
50 3 2 TV
50 44 EM
FLIXSTER_SMALL 50 PT

PT EM TV WC UN
0 0 44 19 50
0 0 17 50
0 0 50

44 50

50 FLICKR_SMALL

2. Given a seed set, we ask to the IC model to predict its spread (on the test set)
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Learning influenc@robabilities

Propose several models of influence probability
In the context ofGeneral Thresholmodel +time
consistent withiCandLTmodels

Models able to predict whether a user will perform an action or no
predict the time at which she will perform it
Introduce metrics ofiser and actiomnfluenceability
high values genuine influence

Developefficient algorithmdo learn the parameters of the models

minimize the number of scans over the propagation log
Incrementalityproperty

* Goya) BonchjLakshmanaid 2 { 5a QMIITONY Ay 3 LYy Ff dzZSyOS t NP 6@! |



Influence models

Static Modelsprobabilities are static and do not change over time.

Bernoulli: Jaccard

Continuous Time (CT) Modebrobabilitiesdecay exponentially in time

Not incremental hence very expensive to apply on large datasets.

Discrete Time (CT) ModeActiveneighboru of v remains contagious in
[t, t+t (u,V)], has constant influencprob p(u,V) in the interval and O outside.
Monotone, submodulay andincremental




