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Overview

Part 1: Background
Social influence
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Summary and conclusions

RP#denote interesting, (more or lessύ ƻǇŜƴ άResearchProblemsέ



The Spread of Obesity in a 
Large Social Network over 32 Years

4

Data set: 12,067 people from 1971 to 2003, 50K links 

Christakis and Fowler,New England Journal of Medicine, 2007

Obese Friend Ą 57% increase in chances of obesity

Obese Sibling Ą 40% increase in chances of obesity

Obese Spouse Ą 37% increase in chances of obesity



Network contagion: other examples

back pain (spread from West Germany to East Germany after the fall of the Berlin Wall) 
suicide(well known to spread throughout communities on occasion) 

sex practices (such as the growing prevalence of oral sex among teenagers) 
politics(the denser your network of connections, the more ideologically intense your beliefs)

Iƻǿ ȅƻǳǊ ŦǊƛŜƴŘǎΩŦǊƛŜƴŘǎΩŦǊƛŜƴŘǎΩaffect everything you feel, think, and do

Christakis and Fowler



Influenceor Homophily?

Homophily
tendency to stay together with people similar to you

ά.ƛǊŘǎ ƻŦ ŀ ŦŜŀǘƘŜǊ ŦƭƻŎƪ ǘƻƎŜǘƘŜǊέ

E.g., LΩƳoverweight­ I date overweightgirls

Social influence
a force that person A (i.e., the influencer) exerts on person B                                                

to introduce a change of the behavior and/or opinion of B

Influence is a causalprocess

E.g., my girlfriendgainsweight­ I gainweight too

RP#1: Howto distinguishsocial influencefrom homophilyand other externalfactors
Seee.g., 
/ǊŀƴŘŀƭƭ Ŝǘ ŀƭΦ όY55Ωлуύ άCŜŜŘōŀŎƪ 9ŦŦŜŎǘǎ ōŜǘǿŜŜƴ {ƛƳƛƭŀǊƛǘȅ ŀƴŘ {ƻŎƛŀƭ LƴŦƭǳŜƴŎŜ ƛƴ hƴƭƛƴŜ /ƻƳƳǳƴƛǘƛŜǎέ
AnagnostopoulosŜǘ ŀƭΦ όY55ΩлуύάLƴŦƭǳŜƴŎŜ ŀƴŘ ŎƻǊǊŜƭŀǘƛƻƴ ƛƴ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪǎέ



Influencein on-line social networks

usersperform actions
post messages, pictures, video

buy, comment, link, rate, share, like, retweet

usersare connectedwith other users

interact,influenceeach other

actionspropagate

nice 
read

indeed!

09:3009:00



Social InfluenceMarketing
Viral Marketing

WOMM

IDEA:exploit social influence for marketing

Basic assumption: word-of-mouth effect, thanks to which actions, opinions, 
buying behaviors, innovations and so on, propagate in a social network. 

Targetusers who are likely to invoke word-of-mouth diffusion, thus leading to 
additional reach, clicks, conversions, or brand awareness

Target the influencers

How frequently do you share recommendations online?Sharing and social influence



Bringme the influencers!
Influencersincreasebrand awareness/product conversion through WOMM

Influencersadvocatebrand
Influencersinfluencea purchasing action from their peers

Some of the many startups involved in social influence
Klout(http://klout.com)

Measure of overall influence online (mostly twitter, now FB and linkedin)
Score  = function of true reach, amplification probability and network influence

Claims score to be highly correlated to clicks, comments and retweets

Peer Index (http://www.peerindex.net)
Identifies/Scores authorities on the social web by topic

SocialMatica(http://www.socialmatica.com)
Ranks 32M people by vertical/topic, claims to take into account quality of authored content

Influencer50(http://www.influencer50.com)
Clients: IBM, Microsoft, SAP, Oracle and a long list of tech companies

Svnetwork, Bluecalypso, CrowdBooster, Sproutsocial,TwentyFeet, EmpireAvenue, Twitaholic
όǘƘŜǊŜΩǎ ƳƻǊŜ Χ ύ



Viral Marketing and Influence Maximization

Business goal (Viral Marketing)Υ ŜȄǇƭƻƛǘ ǘƘŜ άǿƻǊŘ-of-ƳƻǳǘƘέ ŜŦŦŜŎǘ ƛƴ ŀ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪ 
to achieve marketing objectives through self-replicating viral processes

Miningproblemstatement(InfluenceMaximization): find a seed-setof influential
peoplesuchthat by targetingthem we maximizethe spread of viral propagations

Hot topic in Data Mining research since 10 years:  

Domingosand Richardson άaƛƴƛƴƎ ǘƘŜ ƴŜǘǿƻǊƪ ǾŀƭǳŜ ƻŦ ŎǳǎǘƻƳŜǊǎέ όY55Ωлмύ 

Domingosand Richardson άaƛƴƛƴƎ ƪƴƻǿƭŜŘƎŜ-ǎƘŀǊƛƴƎ ǎƛǘŜǎ ŦƻǊ ǾƛǊŀƭ ƳŀǊƪŜǘƛƴƎέ όY55Ωлнύ 

Kempeet al. άaŀȄƛƳƛȊƛƴƎ ǘƘŜ ǎǇǊŜŀŘ ƻŦ ƛƴŦƭǳŜƴŎŜ ǘƘǊƻǳƎƘ ŀ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪέ όY55Ωлоύ 
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Not onlymarketing

Informationpropagation

Social media analytics

Spread of rumors

Interest, trust, referral

Innovationadoption

Epidemics

Feedranking

Expert finding

άFriendsέ recommendation

Social recommendation

Social search



InfluenceMaximizationProblem
followingKempeŜǘ ŀƭΦ όY55Ωлоύ άaŀȄƛƳƛȊƛƴƎ ǘƘŜ ǎǇǊŜŀŘ ƻŦ ƛƴŦƭǳŜƴŎŜ ǘƘǊƻǳƎƘ ŀ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪέ

Given a propagation model M, define influenceof node set S,
sM(S) = expectedsize of propagation, if Sis the initial set of active nodes

Problem:Given social network Gwith arcs probabilities/weights,  
budget k, find k-node set Sthat maximizes sM(S)

Two major propagation models considered:

independent cascade (IC) model

linear threshold (LT) model



Independent Cascade Model (IC)

Every arc (u,v) has associatedthe probability p(u,v) of u influencing v

Timeproceeds in discrete steps

At time t, nodes that became active at t-1 try to activate their inactive 
neighbors, and succeed according to p(u,v)

13
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Linear Threshold Model (LT)

Every arc (u,v) has associateda weight b(u,v) such that the sum of incoming 
weightsin each node is ¢1

Timeproceeds in discrete steps

Each node v picks a random threshold ̒v  ~ U[0,1]

A node v becomes active when the sum of incoming weights from active 
neighbors reaches  ̒v
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Known Results

Bad news: NP-hardoptimization problem for both IC and LT models

Good news: we can use Greedy algorithm

sM(S)is monotoneand submodular
Theorem*:  The resulting set Sactivates at least (1- 1/e) > 63%

of the number of nodes that any size-k set could activate

Badnews: computingsM(S)is #P-hard under both IC and LT models
step 3 of the Greedy Algorithmabove can only be approximated by MC simulations

20

*Nemhauseret al. ά!ƴ analysis of approximations for maximizing submodularset functions ς(iύέ (1978) 



Seed set

InfluenceMaximization: prior art

Muchwork has beendone followingKempeet al. mostly
devotedto heuristichsto improvethe efficiencyof the

Greedyalgorithm: 

E.g.,

Kimura and {ŀƛǘƻ όtY55Ωлсύ ά¢ǊŀŎǘŀōƭŜ ƳƻŘŜƭǎ ŦƻǊ ƛƴŦƻǊƳŀǘƛƻƴ 
ŘƛŦŦǳǎƛƻƴ ƛƴ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪǎέ

Leskovecet al. (KDD'07) ά/ƻǎǘ-effective outbreak detection in 
ƴŜǘǿƻǊƪǎέ

Chen et al. (KDD'09) ά9ŦŦƛŎƛŜƴǘ ƛƴŦƭǳŜƴŎŜ ƳŀȄƛƳƛȊŀǘƛƻƴ ƛƴ ǎƻŎƛŀƭ 
ƴŜǘǿƻǊƪǎέ

Chen et al. (KDD'10)ά{ŎŀƭŀōƭŜ ƛƴŦƭǳŜƴŎŜ ƳŀȄƛƳƛȊŀǘƛƻƴ ŦƻǊ             
prevalent viral marketing in large-ǎŎŀƭŜ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪǎέ

/ƘŜƴ Ŝǘ ŀƭΦ όL/5aΩмлύ ά{ŎŀƭŀōƭŜ ƛƴŦƭǳŜƴŎŜ ƳŀȄƛƳƛȊŀǘƛƻƴ ƛƴ ǎƻŎƛŀƭ 
ƴŜǘǿƻǊƪǎ ǳƴŘŜǊ ǘƘŜ ƭƛƴŜŀǊ ǘƘǊŜǎƘƻƭŘ ƳƻŘŜƭέ

RP#2:scalabilityof the InfluenceMaximizationframework

RP#3:how likelyisViral Marketing to be successfulin the real-world? 
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Missing pieces and open questions
(tackled in Part 2)

Where do influence probabilities come from?
wŜŀƭ ǿƻǊƭŘ ǎƻŎƛŀƭ ƴŜǘǿƻǊƪǎ ŘƻƴΩǘ ƘŀǾŜ ǇǊƻōŀōƛƭƛǘƛŜǎΗ

How can we learn those probabilities from available propagations data?

How important is to accurately learn the probabilities?
What is the relative importance of the graph structure and the edge probabilities in 

the influence maximization problem?

Does influence probabilitychange over time?
Yes!

How can we take time into account?
Can we predict the time at which user is most likely to perform an action?

Do we really have to use the whole social graph?



More missing pieces
(tackled in Part 3)

Influence maximization based on MC simulations + learning 
the influence probabilities is computationally expensive.

Can we avoid the costly learning + simulationapproach?        
instead directly mine the available propagation traces to build           

a model of influence spread for any given seed set?

How can we do this efficiently?



Part 2: 
Learning Influence Probability

Sparsifying Influence Networks



Data! Data! Data!

We have 2 pieces of input data:                                                                       
(1) social graph and (2) a log of past propagations

u12

u45

u45 follows u12ςarcu12Ҧu45

I liked this 
movie

I read this 
article

great 
movie 09:30

09:00

Action Node Time

a u12 1

a u45 2

a u32 3

a u76 8

b u32 1

b u45 3

b u98 7



Seed set

Thegeneral picture

Propagation log

Social graph
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Seed set

Thegeneral picture

Propagation log

Social graph
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Å Saito, Nakano, and YƛƳǳǊŀ όY9{Ωлуύ άtǊŜŘƛŎǘƛƻƴ ƻŦ ƛƴŦƻǊƳŀǘƛƻƴ ŘƛŦŦǳǎƛƻƴ 
ǇǊƻōŀōƛƭƛǘƛŜǎ ŦƻǊ ƛƴŘŜǇŜƴŘŜƴǘ ŎŀǎŎŀŘŜ ƳƻŘŜƭέ­ IC model

Å Goyal, Bonchi, Lakshmananό²{5aΩмлύάLearning influence probabilities in 
social networksέ ­General threshold model + Time
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Prior art typical experimental assessment 

Assuming IC(or LT) model, 
compare the influence spread achieved by seed sets selected by different algorithms

Spread computed by means of IC(or LT) propagation simulations (lack of ground truth!)

Using simple methods of assigning probabilities:
WC(weighted cascade)  p(u,v) = 1/in_degree(v)

TV(trivalency) selected uniformly at random from the set {0.1, 0.01, 0.001}

UN(uniform) all edges have same probability (e.g. p = 0.01)

sp
re

a
d

k

ru
n
-t

im
e

k

Greedy

New algorithm



Why learning from data matters ςexperiments*

Å Methods compared (ICmodel):

ïWC, TV, UN  (no learning)

ï EM  (learned from real data ςExpectation Maximization method)

ï PT  (learned than perturbed °20%)

Å Data:
ï 2 real-world datasets (with social graph + propagation log): Flixsterand Flickr

ï On Flixster, we consider άǊŀǘƛƴƎ ŀ ƳƻǾƛŜέ as an action

ï On Flickr, we consider άƧƻƛƴƛƴƎ ŀ ƎǊƻǳǇέ as an action

ï Split the data in training and test sets ς80:20

Å Compare the different ways of assigning probabilities:
1. Seed sets intersection

2. Given a seed set, we ask to the model to predict its spread (ground truth on the test set)

* Goyal, Bonchi, Lakshmananό±[5.Ωмнύ άA Data-.ŀǎŜŘ !ǇǇǊƻŀŎƘ ǘƻ {ƻŎƛŀƭ LƴŦƭǳŜƴŎŜ aŀȄƛƳƛȊŀǘƛƻƴέ



Why learning from data matters ςexperiments*

1. Seed sets intersection (k = 50)

2. Given a seed set, we ask to the IC model to predict its spread (on the test set)

* Goyal, Bonchi, Lakshmananό±[5.Ωмнύ άA Data-.ŀǎŜŘ !ǇǇǊƻŀŎƘ ǘƻ {ƻŎƛŀƭ LƴŦƭǳŜƴŎŜ aŀȄƛƳƛȊŀǘƛƻƴέ



Learning influence probabilities* 

Propose several models of influence probability

in the context of General Threshold model + time

consistent with ICand LTmodels

Models able to predict whether a user will perform an action or not
predict the time at which she will perform it

Introduce metrics of user and action influenceability

high values ­ genuine influence

Develop efficient algorithms to learn the parameters of the models
minimize the number of scans over the propagation log

Incrementalityproperty

* Goyal, Bonchi, Lakshmananό²{5aΩмлύ  ά[ŜŀǊƴƛƴƎ LƴŦƭǳŜƴŎŜ tǊƻōŀōƛƭƛǘƛŜǎ Lƴ {ƻŎƛŀƭ bŜǘǿƻǊƪǎέ



Influence models

Static Models:probabilities are static and do not change over time.

Bernoulli:                                  Jaccard:

Continuous Time (CT) Models:probabilities decay exponentially in time

Not incremental, hence very expensive to apply on large datasets.

Discrete Time (CT) Models:Active neighboru of v remains contagious in 

[t, t+ t(u,v)], has constant influence prob p(u,v) in the interval and 0 outside. 

Monotone, submodular, and incremental!


